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Abstract
Wireless communication systems employed in
buildings (such as WiFi) can be used for bistatic
radar to track targets moving in the building.
The transmit and receive hardware and software
can be readily implemented using Gnu radio.
The general processing steps at the receive in-
clude Doppler frequency extraction, using FFT
or MUSIC-algorithm based processing, follow-
ing by Viterbi or BCJR algorithm to smooth the
frequency trajectory, followed by track extraction
using an extended Kalman filter. The method
has been implemented and tested using real hard-
ware.

1. Introduction
The wireless communications equipment now common in
buildings (e.g., WiFi) can be alternatively utilized in a
bistatic radar configuration to track targets moving in the
building, and to the presence of intruders. This opens new
possibilities for surveillance and securing of both residen-
tial and commercial buildings with little additional infras-
tructure. The method uses additional antennas (for tracking
purposes), but for the intrusion detection only a single re-
ceive antenna may be necessary.

Figure 1 illustrates the concept at a high level. In this
prototype system there is a single moving target at loca-
tion g(t) = (x(t), y(t)). There is a transmitter antenna
at location t1 = (xt,1(t), yt,1(t)). (Typically the trans-
mitter is fixed, but it could be moving.) There are also a
series of J receive antennas spatially distributed around
the area over which surveillance is desired, at locations
q1(t), . . . ,qJ(t). These antennas are also typically fixed.
There is a direct transmission path from the transmitter to a
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receiver. The transmitted signal also reflects off the moving
target and is also received at the receive antenna. The re-
ceive antenna thus receives the sum of the direct path signal
and the reflected signal, each delayed due to the propaga-
tion distances involved. The distance (range) from trans-
mitter to the target is RT,1(t). The distance from target
to receiver j is RR,j(t). Due to the motion of the tar-
get relative to the transmit and receive antennas, producing
changes in RT,1(t) and RT,j(t), the reflected component
is Doppler shifted. This scenario is, in fact, very common,
and WiFi receivers deal with the reflected path signals that
they receive fairly effortlessly using their internal signal
processing (e.g., symbol timing estimation, phase locked
loops, equalization) because reflected path signals tend to
be weak, so the receiver effectively compensates for the re-
flected signal component.

In our case, however, it is precisely the reflected sig-
nal component that is of interest. The receiver system
does signal processing to separate the reflected path sig-
nal component from the direct path, and then estimates the
Doppler frequencies from the reflected path component.
The Doppler frequency estimates from each antenna are
then used in an extended Kalman filter, which fuses the in-
formation together to estimate the position (x(t), y(t)) and
velocity (vx(t), vy(t)) of the target.

The system thus described has been prototyped using Gnu
radio and Ettus hardware components to build the transmit-
ter and receivers. For the prototype, a QPSK transmitter
has been used. We are moving toward implementing the
system on WiFi signals. For development of the tracking
algorithms, signals acquired using Gnu radio are further
processed using Matlab to extract the Doppler and track-
ing information. Figure 2 shows a block diagram of the
operation.

This paper presents results developed by (Bradshaw,
2021). Further details on parameter settings and ex-
perimental results can be found in that thesis, which
can be found at https://engineering.usu.edu/

https://engineering.usu.edu/ece/research/publications/thesis-sort
https://engineering.usu.edu/ece/research/publications/thesis-sort
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By exploiting an RF signal as a it is possible to overload an
additional function of target tracking by creating a bistatic
radar system (radar in which the transmitter and receiver
are in different locations). A significant difference between
this system and more conventional bistatic radars is that in
conventional bistatic radar there is a direct measurement of
the transmitted signal, whereas in this system there is no
direct measurement of the transmitted signal. The fact that
the signal is a digital communication signal allows infor-
mation about the reflected signal to be extracted.

2. Signal and Gnu Radio Components
A key aspect in separating the direct and reflected signals is
that the signals employ digital communication. The trans-
mitted signal is assumed to be a bandpass digital commu-
nications signal of the form

s(t) = A(t)e(2πfc(t)t+φ(t)) = e2πfc(t)
∑
k

akp(t− kTs).

For purposes here this a single-carrier QAM signal, but the
methods here can be extended to multicarrier OFDM sig-
nals as well. Here  is the complex unit and fc(t) is the
carrier frequency. It is portrayed here as time-varying to
represent the fact that in the Ettus hardware used there is
carrier frequency drift at both the transmitter and receiver,
compensating for which represented a significant practical
challenge. ak is the complex symbol at the kth symbol
time, p(t) is the pulse shape (e.g., square root raised co-
sine), and Ts is the symbol time.

The signal for our prototype/testing system employs QPSK
modulation. A Gnu radio flowgraph for the transmitter ap-
pears in the top half of figure 3.

Let τ1,j denote the time delay from transmitter at t1 to re-
ceiver at qj . Let τ̃1,j denote the total delay on the reflected
path from t1 to g(t) then to qj . Due to the physical dimen-
sions (transmission inside a building) and typical transmis-
sion rates, it is assumed that p(t− τ1,j) ≈ p(t− τ̃1,j), that
is, the additional delay on the reflected path is much less
than a symbol time. The received signal is basebanded us-
ing a local carrier f̂c(t). Since in general the transmitter
and receiver carrier clocks are distinct, we specifically do
not assume that fc(t) = f̂c(t). In experiments using real
hardware, we have found that the carrier frequency offsets
fall in roughly the same frequency range as the Doppler
frequencies from targets moving in a building. The base-

banded received signal (neglecting noise) can be written as

w1,j(t) = α1,jA(t− τ1,j)e(2πfc(−τ1,j)+φ(t−τ1,j)+tfe(t))

+ α̃1,jA(t− τ̃1,j)e(2π(fc(−τ̃1,j)−fd,i,j(t−τ̃1,j))+φ(t−τ̃1,j)+tfe(t))

(1)

≈ α1,jA(t)e(φ(t)+tfe(t) + α̃1,jA(t)e(φ(t)+fd,1,j(t)t+tfe(t))

(2)

Here, fe(t) = fc(t)−f̂c(t) represents the carrier frequency
offset at the receiver. The complex factor α1,j represents
the attenuation and phase of the signal on the path from
transmitter i to receiver j; α̃1,j represents the attenuation
and phase on the path from transmitter to target to receiver.
Fixed phase factors from (1) and phase factors due to the
change of variables have been absorbed into α1,j and α̃1,j

in (2). Due to the weakness of the reflected signal, |α̃1,j | �
|α1,j |, so the reflected signal affects the received signal as
a small additional contribution to the noise. In an indoor
setting, |α̃1,j | is 10 to 15 dB smaller than |α1,j |.

For now, focus on a single transmission channel and write
α1,j = α; similarly for α̃1,j and fd,1,j . The output of the
symbol timing/matched filter for the kth symbol (prior to a
PLL) can be written as

yk = ak(α+ α̃e2πfd,kk)e2πfe,kk + noise

Here fd,k is the time-varying Doppler frequency per sym-
bol. Since the reflected component is weak, the symbol ak
can be detected at the receiver in the usual way, since the
reflected path component α̃e2πfd,kke2πfe,kk simply acts
as a fairly insignificant additional noise component. This
signal can be passed through a PLL (to track/remove the
carrier frequency offset) and the symbol can be detected.
The presence of the reflected path component affects the
PLL usually insignificantly since |α̃| � |α|. A Gnu ra-
dio flowgraph showing this detection is shown in figure 3,
including the Carrier Phase Synchronizer” and the “QPSK
Symbol Detection”. Let âk denote the detected symbol.
The transmitted signal is removed from the matched filter
output to form the signal

d2(k) =
yk
âk
≈ (α+ α̃ej2πfd,kk)ej2πfe,kk + noise.

This is performed by the Gnu radio flowgraph shown in fig-
ure 3, the portion labeled “Note: D2”. It is by this means
that the direct path and reflected path components are sepa-
rated. In the Gnu radio flowgraph, the data d2(k) are saved
to a file, and in our prototype system the remaining signal
processing is accomplished using Matlab.

3. Doppler Frequency Extraction
The Matlab code performs the following operations.

Carrier frequency offset estimation. As mentioned, the
hardware used has significant carrier frequency offsets. In

https://engineering.usu.edu/ece/research/publications/thesis-sort
https://engineering.usu.edu/ece/research/publications/thesis-sort


Interior Target Tracking Using Digital Communications Signals for Bistatic Radar using Gnu Radio

x

trajectory

Signal
processing:

Extract Doppler f1,J(k)

Signal
processing:

Extract Doppler f1,1(k)

qJ(t) = (xR,J(t), yR,J(t))

RR,J(t)
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ûR,1(t)

(vx(t), vy(t)) = v(t)

RT,1(t)

Estimate (x(t), y(t)) and (vx(t), vy(t))

Extended Kalman Filter:

y

Target

Figure 1. Configuration of a bistatic target tracking system

Figure 2. System block diagram

d2(k), the term with carrier frequency offset, αej2πfek, is
much stronger than the reflected path component. Spec-
tral estimation is performed using FFTs or the MUSIC al-
gorithm (Schmidt, 1979; Moon & Stirling, 2000). Even
though only a single signal component is present, the MU-
SIC algorithm was explored using different numbers of sig-
nal and noise components. It was found that better spectral
estimates were obtained using a much larger noise space
than would be assumed necessary (approximately 50 di-
mensions).

Carrier frequency offset removal; Mean removal. The
estimated carrier frequency offset f̂e(t) is used to baseband
d2(k). The resulting direct-path component α is removed
by computing the mean over a block and subtracting it.
Note that this mean removal step has the effect of also re-
moving the reflected path Doppler when it is at 0 Hz.

Doppler frequency Estimation. The Doppler frequency
sequence is estimated using the mean-removed signal from
the previous step using either FFT or MUSIC algorithm.
This estimate is problematic when the Doppler frequency
falls near 0, since that component is eliminated by the mean
removal step.

Spectral estimate smoothing: Viterbi or BCJR. From
physical considerations, the Doppler frequencies form a
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Figure 3. Gnu flowgraph for transmitter and receiver

signal that is continuous in time. In practice, from noise
on the signal or from frequency offset estimation errors
or Doppler frequency estimation errors, the sequence of
Doppler frequency estimates may not be continuous. The
constraint of continuity can be imposed to improve the fre-
quency estimate.

This has been done in two ways. The first makes use of
the familiar Viterbi algorithm (Forney, 1973; Moon, 2005).
A trellis is established over a frequency range [fmin, fmax],
with frequency spacing at some quantization. Transitions
in the trellis are assumed between only near neighbors in
the trellis. Let vt(k) denote the frequency spectrum for a
segment of signal at some time block indexed by time t
at frequency index k (e.g., an FFT spectrum, or a MUSIC
spectrum). A Viterbi branch metric from frequency state j
to frequency state k is defined by

µ(k, j) =

{
|vt(k)| −K|k − j| |k − j| < δ

0 otherwise.

Here,K|k−j| is a penalty term that counts large frequency
transitions as being less desirable, where K is a weight.
δ is a maximum allowable frequency change in a single
step. The Viterbi algorithm finds the maximum value path
through a trellis of candidate frequency values.

Figure 4 illustrates how the Viterbi algorithm improves the
spectrum (on artificial data). Figure 4(a) shows the music

spectrum (background) and the maximum MUSIC spec-
trum points (red). Observe that there are points which
fall off (discontinuously) from the apparent signal trajec-
tory. Figure 4(b) shows the result of processing the MU-
SIC spectrum using the Viterbi algorithm. The path is more
continuous, with fewer outliers.

The BCJR algorithm can also be used to smooth the spec-
trum. The BCJR algorithm (Bahl et al., 1974; Moon, 2005)
is a forward/backward algorithm in which effects of infor-
mation at a state at time t are taken into consideration. The
BCJR algorithm returns a probability map, indicating the
probability that the state (the frequency estimate in this
case) falls into a particular frequency bin. Analogous to
the branch cost function of the Viterbi algorithm, the BCJR
algorithm has a state transition cost function γ(k, j), which
can be defined in this case as

γ(k, j) =

{
eK2|X(k)|e−K1|k−j| if |k − j| < δ

0 otherwise.

Dealing with the Zero Frequency Removal As men-
tioned above, the mean removal operation also removes
zero frequencies from the Doppler-shifted reflected path,
so that vt(f) does not contribute to good Viterbi paths at
f = 0. When the Doppler is zero for several branches, it
is difficult for the Viterbi algorithm to cross the zero fre-
quency gulf. This can be ameliorated using a balance fac-
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(a) MUSIC spectrum and maximum spectrum points (b) Result of processing the MUSIC algorithm using
the Viterbi algorithm

Figure 4. Illustration of improvement of spectrum estimation using Viterbi algorithm

tor (BF) in conjunction with an adjustment spectrum. The
balance factor is a measure of how the frequency energy is
distributed across the frequencies. It is computed by

BF (t) =

∑fmax

0 |vt(f)| −
∑0
fmin
|vt(f)|∑fmax

fmin
|vt(f)|

The balance factor is in the range [−1, 1]. Balance factors
hover near 0 when the Doppler frequency is near 0, even if
vt(0) is 0. The balance factor thus provides a sort of surro-
gate which can be used to compensate for mean-removed
frequencies.

Figure 5 illustrates the BF computed for a time-varying sig-
nal, artificially scaled to overlay the spectrogram. It can be
see that the balance factor closely corresponds to the spec-
trum, even near 0 frequency.

The balance factor can be used to help the Viterbi (or
BCJR) algorithm to tend toward the 0 frequency state by
restoring artificial spectral energy near the zero frequency.
An adjustment spectrum is defined by

v0(f) =

{
Λ−K3|f | if|f | < σ

0 otherwise.

Here Λ is a peak value, and σ is a threshold value. An
example adjustment spectrum is shown in figure 6. The
adjusted spectrum is determined as a linear combination of
the spectrum vt(f) and v0(f). Let B̃F (t) = K0|BF (t)|
for a scale factor K0.

When the balance factor is sufficiently large, |BF (t)| > ε,
then the measured spectrum vt(f) can be used. Otherwise,

Figure 5. Example scaled balance factor applied to a signal with
time-varying spectrum
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Figure 6. Example adjustment spectrum

an adjust spectrum is obtained as a linear combination of
the measured spectrum and the adjusted spectrum. From
this, the branch metric is defined as

µ(k, j)=



K2vt(k)−K1|k − j|
if |k − j| < δ and BF (t) > ε

K2(B̃F (t)vt(k)+(1−B̃F (t))v0(k)−K1|k− j|
if|k − j| < δ and |BF (t)| ≤ ε

0

otherwise.

An exponentiated form can be used to form the state tran-
sition cost function for the BCJR algorithm.

4. Motion Model and Extended Kalman Filter
The state of the target is related to the Doppler frequencies
as follows. The Doppler frequency at receiver j from the
transmitter produced by the relative motion of the transmit-
ter, target, and receiver is (Willis, 1991)

fd,1,j(t) = − 1

λ

(
dRT,1(t)

dt
+
dRR,j(t)

dt

)
(3)

The change in distance depends on the radial component
of motion between transmitter/target and target/receiver, so
that, using the notation from figure 1,

fd,1,j(x(t), y(t), vx(t), vy(t)) =

− 1

λ

[
(vx(t), vy(t))·

(
(x(t), y(t))−(xT,1(t), yT,1(t))

‖(x(t), y(t))−(xT,1(t), yT,1(t))‖
+

(x(t), y(t))− (xR,j(t), yR,j(t))

‖(x(t), y(t))− (xR,j(t), yR,j(t))‖

)
−(vT,1,x(t), vT,1,y(t))· (x(t), y(t))− (xT,1(t), yT,1(t))

‖(x(t), y(t))− (xT,1(t), yT,1(t))‖

−(vR,j,x(t), vR,j,y(t))· (x(t), y(t))−(xR,j(t), yR,j(t))

‖(x(t), y(t))−(xR,j(t), yR,j(t))‖

]
(4)

This establishes a relationship between Doppler and the
state (position and velocity) of the target. Using a num-
ber of receivers (three or four) and an extended Kalman

filter (Anderson & Moore, 1979; Moon & Stirling, 2000)
using a Singer motion model (Singer, 1970), where the lin-
earized version of (4) is used to form the observation equa-
tion, tracking can be achieved.

5. Some experimental results
The communication system, Doppler extraction, and ex-
tended Kalman filter algorithm were implemented and
tested in a building. Figure 7 shows the layout of the
building (The Sant Engineering Research Building on the
campus of Utah State University). Receive antennas were
placed at six locations in the ceiling of the building, of
which four were used (at NW, SW, SC, and SE). The pa-
rameters of the hardware are described in Table 1. The pa-
rameters for the symbol timing synchronizer and PLL are
shown in Table 2.

A target walked back and forth in the south hall (near the
SW, SC, and SE antennas). To get an idea of what the
Doppler frequency profile may look like, a simulation was
created which approximates the Doppler frequency, with a
simple model for human acceleration and deceleration at
the ends of the traversals. This is not a high fidelity human
motion model, but does help understand what the Doppler
should be. An example of this for the SW antenna is shown
in figure 8(a).

Figure 8(b) shows an actual extracted Doppler spectrum,
using the MUSIC algorithm in conjunction with the Viterbi
algorithm smoother.

From this system, the target trajectory was extracted. It was
found that the reliability in the North/South direction was
less than in the East/West direction, because there is only
one antenna to distinguish N/S information. This led to
variation in the extracted trajectory. This was then adjusted
by taking the map of the building into account (targets can-
not pass through walls). The resulting extracted trajectory
is shown in figure 9. This track corresponds with the actual
motion of the target.

6. Conclusions
Use of Gnu radio has enabled the implementation of a novel
target tracking scheme which uses a digital communication
system to create a bistatic radar scheme. By extracting the
Doppler from the signal reflected from a moving target the
trajectory of the target can be created.

Because of the low received signal power, the reliability
of the estimated Doppler may be improved by using path-
based algorithms such as the Viterbi algorithm or the BCJR
algorithm.
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Figure 7. Antenna positions in building
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Table 1. Device Parameters
Transmitter Ettus B200 mini
Transmitter gain 85 dB
Receiver 1 Ettus B210-1, RF A, TX/RX
Receiver 1 gain 45 dB
Receiver 1 antenna SC
Receiver 2 Ettus B210-2 RF A, TX/RX
Receiver 2 gain 56 dB
Receiver 3 Ettus B200, TX/RX
Receiver 3 gain 80 dB
Number of amplifiers 2
Sample rate 62500 samples/s
Interp/Deci rate 4
Carrier Frequency 905 MHz

Table 2. Symbol Timing Synch/PLL parameters
Samples per symbol 8
Excess bandwidth 0.5
Matched filter length 161
TED sgn(y[n]y’[n])
TED gain 1
Loop bandwidth 0.02
Damping factor 1.3
Maximum deviation 1.5
Interpolating resampler MMSE, 8-tap, FIR
BnTs 90 m
ζ 0.707
Kp 0.5
K0 1
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(a) Simulated Doppler trajectory (b) Extracted Doppler

Figure 8. Simulated Doppler frequency at the SW antenna

Figure 9. Motion tracking example


